Cowan, 1985) for Bragg beams carry over to the thin-crystal case considered here. One important exception, however, occurs when the $\theta$ values of the Bragg and Laue diffracted beams are very close together (i.e. for $\Phi<\Phi_{c}$ ). In this case the strongly excited internal waves travelling towards the rear surface to generate the Laue exit beams are also partially reflected back towards the front surface. These waves can then contribute to the intensity of the Bragg exit beams, although in practice this effect is usually negligible. Calculating the magnitude of these 'internally reflected Laue waves' requires a method such as the $n$-beam theory which retains all of the solutions of the dynamical equations.
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#### Abstract

Von Mises formulas for quartet invariants [Giacovazzo (1976). Acta Cryst. A32, 91-99], even if useful in most cases of practical interest, suffer from some systematic errors. A new von Mises formula is suggested with better theoretical features.
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$$
\begin{aligned}
& \Phi=\varphi_{\mathrm{h}}+\varphi_{\mathrm{k}}+\varphi_{\mathbf{1}}-\varphi_{\mathrm{h}+\mathrm{k}+1} \\
& R=|E| \\
& \varepsilon=R^{2}-1 \\
& E_{1}=R_{1} \exp \left(i \varphi_{1}\right)=E_{\mathrm{h}} \exp \left(i \varphi_{\mathrm{h}}\right) ;
\end{aligned}
$$

$E_{2}=R_{2} \exp \left(i \varphi_{2}\right)=E_{\mathrm{k}} \exp \left(i \varphi_{\mathrm{k}}\right) ; \ldots ;$
$E_{5}=R_{5} \exp \left(i \varphi_{5}\right)=R_{\mathrm{h}+\mathrm{k}} \exp \left(i \varphi_{\mathrm{h}+\mathrm{k}}\right) ;$
$E_{6}=R_{6} \exp \left(i \varphi_{6}\right)=R_{\mathrm{h}+1} \exp \left(i \varphi_{\mathrm{h}+1}\right) ;$
$E_{7}=R_{7} \exp \left(i \varphi_{7}\right)=R_{\mathbf{k}+1} \exp \left(i \varphi_{\mathbf{k}+1}\right)$
$G_{i j l}=2 R_{i} R_{j} R_{l} / N^{1 / 2}$
$B=2 R_{1} R_{2} R_{3} R_{4} / N$
$D_{1}(x)=I_{1}(x) / I_{0}(x)$
$=$ ratio of modified Bessel functions of order 1 and 0 respectively.

## 1. Introduction

After the early work of Schenk $(1973,1974)$ it was clear that reliable quartet invariant estimates could be obtained via the method of joint probability distributions of seven structure factors. Two types of probabilistic formulas are widely used today. The first was provided by Hauptman (1975):

$$
\begin{equation*}
P(\Phi) \simeq(1 / L) \exp (-2 B \cos \Phi) I_{0}\left(Z_{5}\right) I_{0}\left(Z_{6}\right) I_{0}\left(Z_{7}\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& Z_{5}=\left[G_{125}^{2}+G_{345}^{2}+2 G_{125} G_{345} \cos \Phi\right]^{1 / 2}, \\
& Z_{6}=\left[G_{136}^{2}+G_{246}^{2}+2 G_{136} G_{246} \cos \Phi\right]^{1 / 2}, \\
& Z_{7}=\left[G_{237}^{2}+G_{147}^{2}+2 G_{237} G_{147} \cos \Phi\right]^{1 / 2} .
\end{aligned}
$$

$L$ is a normalizing constant which may be calculated by a numerical study of (1).
The second kind of formula (of von Mises type) was suggested by Giacovazzo:

$$
\begin{equation*}
P(\Phi)=\left[2 \pi I_{0}\left(G^{\prime}\right)\right]^{-1} \exp \left(G^{\prime} \cos \Phi\right) \tag{2}
\end{equation*}
$$

where

$$
G^{\prime}=B\left(1+\varepsilon_{5}+\varepsilon_{6}+\varepsilon_{7}\right) /(1+Q) .
$$

According to different considerations three expressions were proposed for $Q$ (Giacovazzo, 1976, 1980a), the latest of which is

$$
\begin{aligned}
Q_{3}= & {\left[\left(\varepsilon_{1} \varepsilon_{2}+\varepsilon_{3} \varepsilon_{4}\right) \varepsilon_{5}+\left(\varepsilon_{1} \varepsilon_{3}+\varepsilon_{2} \varepsilon_{4}\right) \varepsilon_{6}\right.} \\
& \left.+\left(\varepsilon_{1} \varepsilon_{4}+\varepsilon_{2} \varepsilon_{3}\right) \varepsilon_{7}\right] / 2 N .
\end{aligned}
$$

In spite of different mathematical techniques used for their derivation (Hauptman regarded the reciprocal-lattice vectors as the primitive random variables while Giacovazzo considered the atomic positional vectors as primitive random variables), (1) and (2) are strictly connected (Giacovazzo, 1977a, 1980a; Heinerman, 1977): in particular the numerator of (2) (but not the denominator) may be obtained from (1) by expanding the Bessel function $I_{0}$ according to

$$
I_{0}(z)=1+z^{2} / 4+\ldots \simeq \exp \left(z^{2} / 4\right)
$$

Apparently (1) seems more useful than (2). Indeed, estimates near 0 or $\pi$ and in the middle range can in principle be obtained by (1); by contrast (2) can provide only estimates near 0 or $\pi$ according to whether $G^{\prime}$ is positive or negative.

A more careful investigation of the properties of (1) and (2) shows on the contrary that:
(a) Estimates by (1) lying in the middle range are expected to be in poor agreement with the true values because of the large value of the variance. If $N$ is large enough ( $N \geq 150$ ) estimates in the middle range cannot occur and only estimates near 0 or $\pi$ are in practice provided by (1).
(b) for $N$ sufficiently large estimates obtained by (1) and by (2) coincide in most cases of practical interest.

Furthermore,
(c) (1) is more time consuming than (2): first, the scaling factor $L$ has to be found by numerical methods, via the condition $\int_{0}^{\pi} P(\Phi) \mathrm{d} \Phi=1$; then

$$
\langle | \Phi\left\rangle=\int_{0}^{\pi} \Phi P(\Phi) \mathrm{d} \Phi\right.
$$

and the variance

$$
\begin{equation*}
V=\int_{0}^{\pi}(\Phi-\langle | \Phi| \rangle)^{2} P(\Phi) \mathrm{d} \Phi \tag{3}
\end{equation*}
$$

have to be calculated. The simplicity of the formula is of particular importance for quartets since they are phase relationships of order $N^{-1}$, and a very large number of them have to be estimated in order to select a reliable subset.
(d) Triplet invariants are considered to be distributed around $2 \pi$ according to von Mises distributions with concentration parameter $G_{i j}$. If quartets are used actively, they will cooperate with triplets: thus the variance calculated via (3) should conveniently be transformed in terms of a concentration parameter of a von Mises distribution.

Actually $G^{\prime}$ is a concentration parameter of a von Mises distribution, but it suffers from approximations used in the mathematical approach. In particular, a systematic error is produced which increases (in an average sense) as long as the magnitudes $R$ increase to extreme limits. In order to give a simple example, let

$$
R_{1}=R_{2}=R_{3}=R_{4}=2 \quad \text { and } \quad R_{5}=R_{6}=R_{7}=R_{\text {cross }}
$$

The calculation of (2) gives, for $N=100$,

$$
\begin{array}{lll}
\Phi \simeq 0 & \text { with } G^{\prime}=1.77 & \text { for } R_{\text {cross }}=2 \\
\Phi \simeq 0 & \text { with } G^{\prime}=0.49 & \text { for } R_{\text {cross }}=3 \\
\Phi \simeq 0 & \text { with } G^{\prime}=0.14 & \text { for } R_{\text {cross }}=4
\end{array}
$$

which is contrary to expectations (intuitive considerations suggest that $G^{\prime}$ should be an increasing function of $R_{\text {cross }}$ ). In the extreme hypothetical case in which $R_{i}=N^{1 / 2}$ for $i=1, \ldots, 7$, the estimate is

$$
\Phi \simeq 0 \quad \text { with } G^{\prime} \simeq 2
$$

against the intuitive expectation $\Phi \simeq 0$ with $G^{\prime}=\infty$.
The problem of obtaining a von Mises distribution from (1) can be solved according to the Appendix. Then (1) may be approximated by

$$
\begin{equation*}
P(\Phi)=\left[2 \pi I_{0}(G)\right]^{-1} \exp (G \cos \Phi) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
G=B+\left(q_{5}-B\right)+\left(q_{6}-B\right)+\left(q_{7}-B\right) \tag{5}
\end{equation*}
$$

and $q_{5}, q_{6}, q_{7}$ satisfy the equations

$$
\begin{align*}
& D_{1}\left(q_{5}\right)=D_{1}\left(G_{125}\right) D_{1}\left(G_{345}\right)  \tag{6a}\\
& D_{1}\left(q_{6}\right)=D_{1}\left(G_{136}\right) D_{1}\left(G_{246}\right)  \tag{6b}\\
& D_{1}\left(q_{7}\right)=D_{1}\left(G_{237}\right) D_{1}\left(G_{147}\right) \tag{6c}
\end{align*}
$$

Solution of (6) is very easy (and provides accurate results) if polynomial approximations of order three are introduced for $D_{1}$ and $D_{1}^{-1}$.
( $q_{i}-B$ ) may be considered the contribution to the concentration parameter $G$ arising from the prior information on the cross magnitude $R_{i},\left(q_{i}-B\right)>0$ strengthens the prediction of a positive quartet, $\left(q_{i}-B\right)<0$ drives the quartet towards negativity. As an example, if all the cross magnitudes are equal to zero, then $G=-2 B$ as in Hauptman's formulation.
If $R_{i}$ is not in measurements no prior information on the $i$ th cross magnitude is available: then $\left(q_{i}-B\right)=0$. Thus special cases (Giacovazzo, 1977a; Heinerman, 1977) in which one or more cross reflections are out of measurements are easily handled by (4).

It is easy to see that (4) approximates (1) better than (2). As an example, let us consider, for a $P 1$ structure with 29 atoms in the unit cell, the following data:

$$
\begin{aligned}
& \left(R_{i}, i=1, \ldots, 7\right) \\
& \quad=(2 \cdot 918 ; 1 \cdot 733 ; 2 \cdot 863 ; 2 \cdot 276 ; 0.323 ; 1 \cdot 331 ; 1 \cdot 440)
\end{aligned}
$$

While, according to (2), $G^{\prime}>0$, distributions (1) and (4) both provide a negative-cosine estimate for the quartet.

Previous observations allow us to generalize (4) to quartets with more than three cross reflections. Let us suppose, according to representation theory (Giacovazzo, 1977b, $1980 b$ ), that the first representation of $\Phi$ includes one or more additional quartets $\Phi_{j}$ which are referred to the first one by symmetry phase shifts

$$
\Delta_{j}=\Phi-\Phi_{j}
$$

Then the new estimate is

$$
\begin{equation*}
\tan \Phi=\frac{\sum_{i}\left(q_{i}-B\right) \sin \Delta_{i}}{B+\sum_{i}\left(q_{i}-B\right) \cos \Delta_{i}}=\frac{N}{D} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
G=\left(N^{2}+D^{2}\right)^{1 / 2} \tag{8}
\end{equation*}
$$

The summation in (7) goes over all different cross vectors of $\Phi$.

## 2. Concluding remarks

Triplet invariants, estimated via distributions of von Mises type, play a central role in most direct-methods procedures. Cooperation of quartet with triplet invariants in the phasing process is often easier if quartets too are estimated via von Mises distributions. A method has been described for obtaining the transformation of Hauptman's conditional probability distribution of a quartet phase into a von Mises distribution. The new formula requires less computational effort in practical applications and is an alternative to Giacovazzo's von Mises formulas for quartets.

## APPENDIX

Some results in the theory of circular variables are briefly quoted.

Let us introduce the following notation:
(a)

$$
\begin{equation*}
M(\varphi ; \theta, G)=\left[2 \pi I_{0}(G)\right]^{-1} \exp [G \cos (\varphi-\theta)] \tag{A1}
\end{equation*}
$$

$M$ is the von Mises distribution, $\varphi$ the variable, $\theta$ the most probable value of $\varphi$ and $G$ the concentration parameter of the distribution;
(b)

$$
\begin{equation*}
W_{N}(\varphi ; \theta, \rho)=\left[1+2 \sum_{p=1}^{\infty} \rho^{p^{2}} \cos p(\varphi-\theta)\right] / 2 \pi \tag{A2}
\end{equation*}
$$

is the wrapped normal distribution, with $0<\varphi \leq 2 \pi$, $0 \leq \rho \leq 1$.

The following observations may be made.
(1) Von Mises and wrapped normal distributions can be made to approximate each other closely (Stephens, 1963) by assuming

$$
\begin{equation*}
\rho=D_{1}(G) \tag{A3}
\end{equation*}
$$

(2) Let $\varphi_{1}, \varphi_{2}$ be two mutually independent variables distributed according to $W_{N}\left(\varphi_{1} ; \theta_{1}, \rho_{1}\right)$ and $W_{N}\left(\varphi_{2} ; \theta_{2}\right.$, $\rho_{2}$ ) respectively. Then the variable sum $\Phi=\varphi_{1}+\varphi_{2}$ has probability distribution

$$
\begin{equation*}
W_{N}\left(\Phi ; \theta_{1}+\theta_{2}, \rho_{1} \rho_{2}\right) \tag{A4}
\end{equation*}
$$

(3) If $\varphi_{1}$ and $\varphi_{2}$ are two mutually independent variables distributed according to $M\left(\varphi_{1} ; \theta_{1}, G_{1}\right)$ and $M\left(\varphi_{2} ; \theta_{2}, G_{2}\right)$ respectively, the probability distribution of $\Phi=\varphi_{1}+\varphi_{2}$ is given by

$$
\begin{align*}
P(\Phi)= & {\left[2 \pi I_{0}\left(G_{1}\right) I_{0}\left(G_{2}\right)\right]^{-1} I_{0} } \\
& \times\left[G_{1}^{2}+G_{2}^{2}+2 G_{1} G_{2} \cos \left(\Phi-\theta_{1}-\theta_{2}\right)\right]^{1 / 2} \tag{A5}
\end{align*}
$$

(4) Equation (A5) may be approximated by a von Mises distribution in the following way: first $M\left(\varphi_{1} ; \theta_{1}, G_{1}\right)$ and $M\left(\varphi_{2} ; \theta_{2}, G_{2}\right)$ are approximated by $W_{N}\left[\varphi_{1} ; \theta_{1}, D_{1}\left(G_{1}\right)\right]$ and $W_{N}\left[\varphi_{2} ; \theta_{2}, D_{1}\left(G_{2}\right)\right]$ respectively.

According to point (2) the convolution of these two distributions is the wrapped normal distribution

$$
W_{N}\left[\Phi ; \theta_{1}+\theta_{2}, D_{1}\left(G_{1}\right) D_{1}\left(G_{2}\right)\right]
$$

which in turn [see point (2)] may be approximated by the von Mises distribution

$$
M\left(\Phi ; \theta_{1}+\theta_{2}, \alpha\right)
$$

where

$$
\begin{equation*}
D_{1}(\alpha)=D_{1}\left(G_{1}\right) D_{1}\left(G_{2}\right) \tag{A6}
\end{equation*}
$$

According to points (1)-(5) above, each function $I_{0}\left(Z_{i}\right)$ in (1) may be approximated (but for a scaling factor) by a von Mises function $M\left(\Phi ; 0, \alpha_{i}\right)$ where $\alpha_{i}$ should satisfy equations such as (A6).
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